



        NIST NSCI Seminar Series

NIST, along with IARPA, is one of the two government Foundational R&D Agencies engaged in the National Strategic Computing Initiative announced by President Obama last August.  As such, the agency has decided to organize a bi-monthly seminar program beginning May 17, 2016 and ending around mid-February of 2017.  The talks are an hour long and begin at 1pm eastern time. The seminar series is intended to cover a broad array of topics designed to increase the knowledge base of NIST staff in advanced computing and data science as well as covering specific areas where NIST is likely to play a large role such as materials for future computational platforms, measurement and testing science, algorithms and applied mathematics, neuromorphic and quantum computing.
Outsiders are welcome to attend but need to be badged to enter the NIST campus.  Please contact Barry Schneider (bis@nist.gov)  if you wish to attend.  The list of speakers is not complete, but I include those who have already confirmed that they will come.
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Title: The Sensible Machine Grand Challenge




Erik P. DeBenedictis, Sandia National Lab






Abstract

The Sensible Machine concept started with an OSTP RFI response by Stan Williams and grew over six months into a IEEE-led community activity advocating the advancement of computing in the direction of learning machines. The talk will discuss some of this history to motivate a technical discussion.

The talk will explain emerging ideas that could facilitate the Sensible Machine direction, with this talk concentrating on the architectural end of the technology stack rather than materials and physics. Through Moore’s Law, the semiconductor industry focused on line width reduction for microprocessors and memory. However, a Sensible Machine should have logic and memory integrated down to the device level for speed and energy efficiency. While numerical computing will remain important, a Sensible Machine will make extraordinary use of computational primitives for learning and should be optimized for those. Sensible Machines could possibly drive a new growth path for the computer industry, yet the advancement may be in applications becoming increasingly sophisticated essentially due to the computer auto-programming software rather than just more efficient Boolean logic. There is also a path to improving traditional supercomputing through learning and neural networks.
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Title:Leading-edge Computers and The Extraordinary Research They 


Enable



Thomas H. Dunning Jr.

Northwest Institute for Advanced Computing, Pacific Northwest National Laboratory & University of Washington; Department of Chemistry, University of Washington, Seattle, Washington 98195; and Department of Chemistry, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801



       Abstract
A new generation of supercomputers—petascale computers—is providing scientists and engineers with the ability to simulate a broad range of natural and engineered systems with unprecedented fidelity. Just as important, in this increasingly data-rich world, these new computers also allow researchers to manage, integrate and analyze unprecedented quantities of data, seeking connections, patterns and knowledge. The impact of this new computing capability will be profound, affecting science, engineering and society.

In 2013, the National Center for Supercomputing Applications at the University of Illinois at Urbana-Champaign, with funding from the National Science Foundation, deployed a computing system that can sustain one quadrillion calculations per second on a broad range of science and engineering applications as well as manage and analyze petabytes of data. This computer, Blue Waters, has been configured to solve the most compute-, memory- and data-intensive problems in science and engineering. It has tens of thousands of chips (CPUs & GPUs), more than a petabyte and a half of memory, tens of petabytes of disk storage, and hundreds of petabytes of archival storage.

But, computer technology continues to move forward with the U. S. Department of Energy planning to deploy computer systems with peak performances of 100s of PFLOPs next year and 1,000s of PFLOPs in the early 2020s. However, this increase in performance can only be achieved with significant changes in the underlying computing technologies. This presents both and opportunity and a challenge for computational scientists and engineers. The presentation will describe these leading-edge computing systems, illustrate the role that they play or will play in a few areas of research, and describe the challenges facing the development of exascale modeling and simulation.
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Google & Department of Physics, University of California Santa Barbara



Title: Roadmap for building a quantum computer

                                               Abstract
I will overview the basic strategy and roadmap for the quantum-AI project at Google, which has the goal of building a useful quantum computer.  For hardware, the key metric is building scalable qubits with 2-qubit gate errors below 0.1-0.2% [J.M.Martinis, NPJQI 1, 15005 (2015)].  For software, I will describe a new "quantum-supremacy" test that can demonstrate the exponential power of a quantum processor by checking its output with a classical computer, which is intractable for even the world's most advanced classical supercomputer beyond 42-50 qubits.  We are working to perform this experiment in the next 2 years.  
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Bob Wisnieff



IBM T. J. Watson Research Center
Title: New Technologies for Improved Computer Performance
Tremendous progress has been made in building computer systems with higher performance of the last several decades, however the need to build systems with even higher performance exists in a number of key strategic areas. CMOS scaling will continue to be exploited to increase the areal density of devices and to reduce the power per operation beyond the 10nm node. For some applications like training neuromorphic systems and the modeling of quantum systems even more performance is required. Some of the increased performance can be obtained through re-architecting the system, using lower precision computations, using GPU like architectures with more inter thread communication bandwidth, and using FPGA like programmability. Beyond this device level innovation is required. We will review some of the progress that has been made in developing the materials and processes to enable performance increases at the device level.

